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Abstract

The rapid growth of software repositories on development plat-
forms such as GitHub, as well as archives like Software Heritage,
prompts the need for better repository classification. Machine learn-
ing is increasingly used to automate this classification, but there
are no secondary studies analyzing this research landscape.

We present a systematic mapping study of 43 primary sources
published between 2002 and 2023, where we examine the goals,
inputs, outputs, training, and evaluation processes involved in au-
tomatic repository classification.

Our findings reveal a growing interest in automatic classification,
particularly to enhance the discoverability and recommendation
of relevant repositories. Other applications, such as classification
for mining studies, were surprisingly underrepresented. We also
observe that a lack of standardized datasets, classification tasks, and
evaluation metrics makes it difficult to compare the performance
of different techniques.

CCS Concepts

» General and reference — Surveys and overviews; « Software
and its engineering — Software libraries and repositories; «
Information systems — Clustering and classification.
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1 Introduction

Software engineering (SE) has seen rapid growth in the volume of
version control system (VCS) repositories available (just “reposi-
tories”, for short, in the following), particularly with collaborative
commercial development platforms such as GitHub and GitLab,
as well as academic platforms such as Software Heritage [7] and
World of Code [14]. The sheer quantity of software repositories
available—in excess of 345 million on Software Heritage alone, at
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the time of writing!—makes automatic repository classification
highly desirable. This need is compounded by the complexity of
modern software systems and the variety of classifications required
to support various development and maintenance activities. Classi-
fication efforts in software repositories often aim to improve the
efficiency of project management, code reuse, and collaboration,
among other objectives [S32, S42, S50].

To classify software repositories, researchers tend to use auto-
mated techniques, particularly machine learning (ML). These tech-
niques are used in various areas such as project tagging, repository
recommendations, and code categorization. However, the landscape
of repository classification remains fragmented, with various ap-
proaches, goals, and methodologies being employed. Researchers
have developed numerous models for classification, yet little work
has been done to comprehensively map the field and synthesize the
results systematically. To fill this knowledge gap, we conducted a
systematic mapping study (SMS) to provide an overview of current
trends and identify areas where further research is required.

Paper structure. Section 2 details the methodology of our study.
We focus on fundamental research questions, such as where and
when the work was conducted, and the goals and motivations be-
hind the classification efforts. Since current repository classification
relies heavily on machine learning, we examine both data-related
and algorithmic aspects. To ensure completeness and rigor, we fol-
lowed a systematic methodology with defined inclusion/exclusion
criteria, screening steps, and backward snowballing, validated through
inter-rater reliability (Fleiss’ kappa [9]) and refined via discussion.
This led to the final selection of 43 studies, which were then catego-
rized based on various dimensions related to our research questions.
Section 3 presents our main results, which can be summarized as:

o There is a long-running research interest in repository clas-
sification, lasting more than two decades, with a spike in
the last 7 years.

e The main stated motivation for repository classification
is discoverability; surprisingly few studies address other
themes.

Uhttps://www.softwareheritage.org, visited on 2025-01-24
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o A wide variety of datasets, input data, features and met-
rics are used, highlighting the richness and complexity of
software repository data.

In Section 4, we examine the implications of our findings, including
the strong emphasis on discoverability as the primary motivation,
the absence of standardized benchmarks for datasets and evalu-
ation methods, and the scalability challenges in applying these
approaches to ultra-large-scale repository collections. Before con-
cluding (Section 6), we discuss study limitations in Section 5.

Contributions and Data Availability. This paper presents (i) the
first secondary study on the automatic classification of software
repositories, and (ii) a publicly available replication package [1]
containing the dataset of 43 analyzed papers and a structured tax-
onomy categorizing their key characteristics. All code and data
used in this study are included in the package.

2 Methodology

To carry out this study, we followed the methodology proposed
by Petersen et al. [17, 18], which was designed to ensure a com-
prehensive and reproducible process for selecting and analyzing
relevant articles. The methodology is organized around three main
phases: developing research questions (Section 2.1), selection of
primary sources (Section 2.2), and data extraction (Section 2.3). Ad-
ditionally, we used Parsifal [24] throughout the various stages to
streamline the process.

2.1 Research questions

To systematically map the state of software repository classification
research, we formulated seven research questions (RQs), described
below. For each RQ we describe the dimension used to answer it,
collectively defining our classification scheme (Table 1).

RQ1: Where and when was the research published. Under-
standing the publication context is essential for grasping the de-
velopment and current state of software repository classification
research. We identified two key dimensions:

Year of publication: Recording the publication year of each study
allows observing temporal trends and assess whether interest in the
topic is increasing, stable, or declining. When a paper has multiple
versions (such as journal extensions), we only consider the latest
peer-reviewed publication, to avoid overcounting the same result.

Venue: Identifying the specific conferences or journals where
studies are published helps us understand the research fields and
communities engaged with this topic. This dimension includes the
name of the peer-reviewed venue (e.g., IEEE Transactions on Software
Engineering), providing insight into the fields that are contributing
to this area (e.g., software engineering, machine learning).

RQ2: What is the goal of the classification? This research
question maps the motivations that drive researchers to engage in
software repository classification and the practical applications of
these classifications within the studies.

In particular, we identified two dimensions to answer this re-
search question:

Stated motivation for classification: This dimension captures the
authors’ reasons for performing the classification, reflecting their
desired outcomes or the problems they aim to address. For example,

Table 1: Classification scheme

Dimension Scale

RQ1: Where and when was the research published?
Year of publication Time-based scale
Venue Single-choice close scale

RQ2: What is the goal of the classification?
Stated motivation for classification Multi-valued open scale
Application of the classification Multi-valued open scale

RQ3: What kind of raw information is used for the classification?
Type of raw information used Multi-valued open scale

RQ4: What features are computed for classification?
Input features Multi-valued open scale

RQS5: What are the output classes for the classification?
Type of labels Multi-valued closed scale
Class structure Single-choice closed scale
Classification domain Multi-valued open scale

RQ6: What is the training process?
Data provenance Multi-valued open scale
Use of preexisting datasets Yes/No scale
Size of the training datasets Integer scale
Types of supervision Multi-valued closed scale
Label acquisition method Multi-valued closed scale
Machine learning algorithms Multi-valued open scale

RQ7: What is the evaluation process?
Data provenance Multi-valued open scale
Use of preexisting datasets Yes/No scale
Size of the evaluation datasets Integer scale
Label acquisition method Multi-valued closed scale
Evaluation procedure Multi-valued open scale
Evaluation metrics Multi-valued open scale

a study may state that the motivation is to enhance the discover-
ability of software repositories for educational purposes.

Application of the classification: This analysis focuses on the ap-
plication of classification within the study, which may or may not
correspond with the declared objectives. The classification could
be used for various purposes, such as developing a recommender
system, improving repositories with missing tags, or performing
clustering for analytical insights. For example, a study could incor-
porate a tagging framework designed to optimize discoverability,
thereby directly utilizing classification to achieve its stated goals.

By examining the stated motivation behind the research and the
applications of classification methods in the literature, we aim to
evaluate how well the implemented solutions align with the initial
objectives.

RQ3: What kind of raw information is used for the classifi-
cation? We explore this RQ with a single dimension:

Type of raw information used: data sources utilized, such as source
code, README files, and commit histories. Understanding these
inputs reveals which types of data are most commonly employed
and how they contribute to the classification process.
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RQ4: What features are computed for the classification?
This research question investigates the features derived from raw
data for the classification tasks. Analyzing these transformations
helps map prevalent feature engineering practices and types of
features commonly utilized in the field.

Input features: This dimension focuses on the techniques em-
ployed to represent raw information in a format suitable for ma-
chine learning models. Examples include embeddings, term frequency-
inverse document frequency (TF-IDF) matrices, and statistical mea-
sures. Understanding these transformations provides insights into
common approaches to feature engineering and their role in classi-
fication tasks.

RQ5: What are the output classes for the classification?
This research question investigates the output classes used in clas-
sification tasks. This involves analyzing the types of labels, the
nature of the classes, and the specific domains of classification. By
mapping the output classes, we aim to understand how classifi-
cation results are structured and identify trends within the target
sets for different classification endeavors. To analyze the nature of
classification outputs, we define three dimensions:

Type of labels: This dimension characterizes the classification
task based on the structure of labels, including single-label versus
multi-label and binary versus multi-class classifications.

Class structure (open vs closed classes): This dimension specifies
whether the classification operates within a predefined set of cate-
gories (closed-class) or allows for the creation of new categories as
needed (open-class). For example, classifying repositories as mal-
ware or not is a single-label, binary classification; assigning relevant
concepts to a repository is a multi-label, open-class classification.

Classification domain: This dimension specifies the target cate-
gories or domains.

RQ6: What is the training process? This research question ex-
amines the training processes used to develop classification models,
focusing on fundamental dimensions such as data provenance, use
of existing datasets, training set size, types of supervision, methods
of label acquisition, and machine learning algorithms. By analyzing
these aspects, we aim to understand the common methodological
practices and identify trends in training classification models.

Data provenance: This dimension highlights the sources of train-
ing data, such as GitHub, GitLab, or SourceForge, which offers
insights into the diversity and representativeness of datasets. For
instance, datasets obtained from GitHub often encompass a wide
range of open source projects.

Use of preexisting datasets: whether pre-existing datasets are
utilized, which is crucial for ensuring the reproducibility of previous
results and enabling comparative evaluations.

Size of the training datasets: scale of training datasets, providing
insights into trends related to model robustness and scalability. For
example, training on thousands of repositories can lead to better
generalization compared to using smaller datasets.

Types of supervision: used learning paradigm, distinguishing
among supervised, unsupervised, semi-supervised, reinforcement,
and self-supervised learning approaches.

Label acquisition method: how labels are obtained in supervised
learning tasks—whether through manual annotation, automated

processes, pre-existing datasets, or crowd-sourcing—thus helping
to evaluate data quality and labeling practices.

Machine learning algorithms: techniques employed, ranging from
traditional methods such as decision trees and support vector ma-
chines (SVM) to advanced approaches such as neural networks,
graph neural networks (GNNs), transformers, and pre-trained lan-
guage models.

RQ7: What is the evaluation process? Finally, this research
question examines the evaluation processes employed to assess
the performance of classification models. This includes analyzing
the evaluation dataset provenance, the use of preexisting datasets,
dataset sizes, label acquisition methods, evaluation procedures, and
evaluation metrics dimensions. By mapping these dimensions, we
aim to understand how performance is measured and reported in
the field and identify trends in evaluation practices.

Data provenance: sources of evaluation data, such as GitHub,
SourceForge, or proprietary datasets, providing insight into the
generalizability of models across different contexts.

Use of preexisting datasets: whether preexisting datasets are used,
which facilitates reproducibility and comparison across studies.

Size of the evaluation datasets: scale of datasets used for valida-
tion, as larger datasets tend to produce more robust and reliable
performance metrics.

Label acquisition method: how labels are obtained for evaluation
data—whether through manual annotation, automated processes,
preexisting datasets, or crowd-sourcing—which can influence the
interpretation of results.

Evaluation procedure: This dimension captures the validation
methods employed, such as holdout validation, k-fold cross-validation,
or bootstrapping. Evaluation metrics: This dimension highlights
the criteria used to assess performance, including precision, recall,
F1-score, accuracy, and other task-specific measures, reflecting the
aspects of model performance emphasized in the studies.

2.2 Selection of primary sources

Figure 1 depicts the protocol used for the selection of our primary
sources. First, we defined search queries to be used on several online
libraries and executed them. After deduplication of obtained results,
we applied inclusion and exclusion criteria, screened the titles and
abstracts, screened the full content of the sources, and conducted
a backward snowballing phase to obtain the final set of primary
sources.

Search query definition. To identify the key terms for our search
query, we adopted the PICO framework [12], commonly used in
systematic reviews, which stands for “Population, Intervention,
Comparison, and Outcome”. This approach formulates research
questions and structure as outlined by Petersen et al. [17]. Our
systematic mapping study focused on the Population and Interven-
tion components. The Population component in our study refers
to software repositories and related entities. We defined this us-
ing the terms: software, repository, library, project, application, and
program. The Intervention component pertains to the classifica-
tion processes applied to these entities. We defined this using the
terms: classification, categorization, labeling, recommendation, and
clustering.
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Figure 1: Protocol used for the selection of primary sources

We did not include the Comparision component because our
study does not involve comparing different classification methods
or interventions against each other. Our objective is to map the
existing research on software repository classification as a whole
rather than to evaluate or contrast specific approaches. Similarly,
we excluded the Outcome component because we are not focusing
on specific, measurable outcomes resulting from classification inter-
ventions, such as performance improvements or accuracy metrics.
Instead, our aim is to identify and categorize the characteristics of
existing studies, such as their motivations, data sources, features
used, and methodologies, without assessing their empirical results.

According to the methodology of Biolchini et al. [5], we con-
ducted an evaluation of our search strategy utilizing a curated
control set comprising 14 papers, selected by the authors based
on domain-specific expertise and experience in the field. Initially,
our search retrieved 1684 papers, of which 108 were duplicates. We
iteratively refined the query to optimize both precision and recall
with respect to the control set. 6 of the 14 control papers were
retrieved, producing a recall of 42.86%. The precision, calculated
as the number of control papers retrieved over the total number of
non-duplicated papers (6 out of 1576), was 0.37%.

The search string was refined, using the control papers as a
benchmark, until an acceptable level of precision and recall was
achieved. According to Beyer and Wright [4], the recall of search
strategies can range from 0% to 87%, and precision from 0% to
14.3%. Our results, with a recall of 42.86% and precision of 0.37%,
fall within this expected range. However, as highlighted by Wohlin

and Prikladnicki [25], using a single search strategy can lead to
missing studies, confirming the need to combine database searches
with techniques such as snowball sampling to ensure more com-
prehensive coverage.

Table 2 presents the final search query, adapted to the syntax
and semantics of each bibliographic database. These queries were
applied exclusively to paper titles. This is because many of the
keywords we search for are very common in the software engineer-
ing literature; searching for them in paper abstracts (or even full
texts) returned large amounts of non-relevant papers during our
iterations on the search query. This approach allowed us to ensure
high relevance of the retrieved papers without compromising the
breadth of the search. The selected digital libraries represent the
major repositories available in the field of software engineering.

Inclusion and exclusion criteria. To ensure the selection of rele-
vant studies, we applied the inclusion and exclusion criteria shown
in Table 3. They require that studies: (C1) include a contribution
that involves the automatic classification of software projects, (C2)
be written in English, (C3) be peer-reviewed, (C4) be accessible in
full text, and (C5) in cases of multiple versions of the same study,
the most recent and complete version would be considered. Papers
were excluded if they did not meet these criteria.

Title and abstract screening. We then applied a screening based
on the titles and abstracts of the retrieved papers, as recommended
by [18]. This step was performed by the first author, who read
titles and abstracts, and applied inclusion/exclusion criteria based
on them. Out of the 1586 total papers retained thus far, 1439 papers
were rejected, leaving 147 potentially-relevant papers for further
analysis.

Full content screening. We then applied the inclusion/exclusion
criteria to the full content of retained papers. The task was di-
vided among all authors. To assess the consistency of the screen-
ing process within the group, we randomly selected 10% of the
papers—rounded up to 15 studies in total—and assigned these to
five independent reviewers. Each reviewer applied the criteria to
the same set of studies, and we calculated the inter-rater agreement
using Fleiss’ kappa coefficient. While Petersen and Ali [16] used
Cohen’s kappa, which is suitable for two raters, we opted for Fleiss’
kappa as it accommodates multiple raters. The results indicated a
kappa value of 0.370, which falls within the “fair agreement” range,
suggesting that the selectors were largely consistent, with some
variations in judgment, leaving room for improvement.

After discussion, all reviewers reached a consensus on the final
decisions for the 15 studies, with only one paper being accepted.
This led to a refinement of our criteria to enhance consistency
in future evaluations, emphasizing the importance of inter-rater
reliability in systematic mapping studies, where subjectivity can
influence results.

Following the kappa evaluation, we proceeded with the evalua-
tion of the remaining 147 — 15 = 132 papers. These were divided
equally among the five evaluators, each tasked with applying the
inclusion and exclusion criteria to their subset.

The selection process allowed reviewers to mark studies as
“maybe” in case of uncertainty about their inclusion, prompting
a second evaluation by another reviewer. Out of the 132 studies,
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Table 2: Queries used to search bibliographic databases.

Database ‘ Search query

Springer Link | “Github Recommendation” OR “Github Topics” OR “Recommendation Repositories” OR “Topic Recommendation” OR “Software
Classification” OR “Tagging Repository” OR “Repository Classification”

ACM (Github AND Recommendation OR Github AND Topics OR Recommendation AND Repositories OR Topic AND Recommendation
OR Software AND Classification OR Tagging AND Repository OR Repository AND Classification)

IEEE “Github Recommendation” OR “Github Topics” OR “Recommendation Repositories” OR “Topic Recommendation” OR “Software
Classification” OR “Tagging Repository” OR “Repository Classification”

Wiley Github AND Recommendation OR Github AND Topics OR Recommendation AND Repositories OR Topic AND Recommendation OR

Software AND Classification OR Tagging AND Repository OR Repository AND Classification

Science Direct | (Github Recommendation OR Tagging Repository OR Recommendation Repositories OR Topic Recommendation OR Software

Classification OR Tagging Repository)

Scopus (“Github Recommendation” OR “Github Topics” OR “Recommendation Repositories” OR “Topic Recommendation” OR “Software

Classification” OR “Tagging Repository” OR “Repository Classification”)

Table 3: Inclusion and exclusion criteria.

Inclusion Exclusion

Contribution Content
Articles that include in their Articles that do not include
contributions a step where a this feature in their contribu-
set of software repositories are  tions.
being automatically classified.

Language
Articles presented in English.  Articles not presented in Eng-
lish.

Source Type
Articles from peer-reviewed Articles from grey litera-

sources. ture (e.g., technical reports,
theses, books, abstracts,
presentations, tutorials,

guidelines, summaries of con-
ferences/editorials). Articles
not peer-reviewed.

Accessibility
Articles available in full text.  Articles not available in full
text.
Extension
If multiple publications of the = Studies  for  which a
same study exist presenting newer/more complete

the same analysis, the latest version exists.
version (i.e., most complete
study report) will be included.

105 were clear rejections, and 11 clear acceptances. 16 studies were
marked as “maybe”. After second opinion by a different reviewer, 9
of the maybe-s were accepted and 7 rejected. In the end, we accepted
a total of 20 papers from the original 132.

In the end, we retained 35 papers for further analysis: 1 accepted
during the kappa evaluation, 20 from the main selection phase,
and 14 from the control set; further reduced to 29 papers after

deduplication (note that the previous step of deduplication did not
include the control set).

Backward snowballing. Considering the initial precision and re-
call, there was still room for improvement in the retrieval of rele-
vant studies. To address this, we incorporated an additional step:
backward snowballing. This process was applied to the 29 studies
accepted during the selection of primary sources.

The snowballing phase followed the established methodology
used for evaluating the primary sources: we began with 29 direct
studies, which led to the identification of 990 references. These
were processed through the three sequential steps: (1) removal of
duplicate papers, (2) title and abstract screening, and (3) full content
screening. Through this process, we identified 14 additional studies,
bringing the total number of primary sources to 43.

2.3 Data extraction

In the data extraction phase, we first randomly selected five papers
from the 43 primary sources. Five evaluators independently read the
full text of the papers and extracted the information corresponding
to the dimensions and scales of Table 1. Then, all evaluators met
to discuss their results and ensure that their interpretations of the
different dimensions and scales were aligned. Based on this agree-
ment, the first author proceeded to read and extract the information
from the remaining papers.

Once the information was extracted from all papers, the five
evaluators met again to homogenize the vocabulary used for the
seven open scales following an open card sorting process [27].
For each open scale, the evaluators listed and consolidated the
information extracted from the papers. For instance, for the scale
“Application of the classification”, we consolidated the extracted
terms “tagging repositories”, “assign topics to repositories”, and “tag
repositories” under the common term “Assign topics to repositories”.
Once the exhaustive list of values for each scale was established,
the first author applied them to all papers.

For certain open scales, we further analyzed recurring patterns
in the data, grouping them into distinct themes to provide addi-
tional depth and structure to the analysis. For instance, for the
scale “Type of raw information used”, we grouped all values related
to repository metadata (e.g., repository name, description, license)
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under the “Repository metadata” category. These themes and pat-
terns are further discussed in Section 3, providing a comprehensive
interpretation of the findings.

3 Results

In this section, we review and analyze the information extracted
from the 43 primary sources following the scales and dimensions
identified for each research question in Table 1. For each dimension,
the number of studies matching it is indicated in parentheses. The
raw data, analysis scripts, and plots discussed in this section are
available from the replication package [1].

3.1 RQ1: Where and when was the research
published?

Year of publication. As shown in Figure 2, the analyzed primary
sources span more than two decades, from 2002 to 2023. Over this
period, the annual number of publications increases over time, with
notable peaks in 2018, 2020, and 2023. These observations suggest
a growing and sustained research interest in software repository
classification: the field remains active and evolving.

Recommend some other repositories
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o Predict popularity of repositories .
3
o Malware detection . .
<
[

Detect outlier for effort estimation

Assign topics to repositories . . .

A0
5&\)21‘ ecg\o

Assign domains to repositories

o \ e
NECT RO e o
o ¢ W ) SOQQN \\N?’(e

Motivation

Figure 4: Motivations for and use of automatic classification
in primary sources

Venue. Publication venues are quite varied, reflecting the inter-
disciplinary nature of research on software repository classification
and the shared interests of various communities (Figure 3). While
many papers are distributed across a wide range of venues, Empir-
ical Software Engineering (4) and the International Conference on
Software Maintenance and Evolution (4) published the most works,
indicating a stronger involvement from the empirical software en-
gineering community compared to others.

However, most venues appear only once or twice in the dataset,
showcasing the broad distribution of studies throughout the pub-
lication landscape, including venues related to data mining (e.g.,
KDD, ICDM), web services (e.g., ICWS), and security (e.g., RAID).
This suggests that software repository classification is relevant to
various computer science domains, rather than being concentrated
in a single community or venue.

3.2 RQ2: What is the goal of the classification?

Stated motivation for classification. Stated motivations for classi-
fying software repositories reveal a strong emphasis on enhancing
the discoverability of software repositories, as depicted in Figure 4.
The vast majority of studies mention discoverability (40) as a pri-
mary motivation for their work. For instance, some papers aim to
improve repository navigation [S37], recommend relevant reposito-
ries [S65], or assign descriptive tags to enhance searchability [S55].
Discoverability is also sometimes linked to education (1) [S51], soft-
ware maintenance (2) [S43], software participation (4) [S46], software
reuse (3) [S31], and software studies (3) [S53]. Other motivations
include detection of malware (2) and effort estimation (1).

Application of the classification. Looking at how classification is
used in primary sources, a recurring theme is the use of classifica-
tion to assign topics to repositories (18) to enhance the discoverabil-
ity of repositories, thereby helping users navigate large software
ecosystems [S32, S43, S55]. Here, topics are open-ended labels such
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Figure 5: Input information used for the classification. Some
approaches combine information from different sources.

as GitHub Topics.? Additionally, studies assign domains to reposito-
ries (9); domains are smaller close-ended sets of labels representing
software categories or application domains. Another notable area
of focus is the recommendation of repositories (7), based on either
content similarity [S28] or developers’ behavioral patterns [S38].

3.3 RQ3: What kind of raw information is used
for the classification?

As depicted in Figure 5, the primary sources analyzed rely on a
variety of raw information from software repositories to classify
them, from textual documentation to technical artifacts through
repository metadata and user social information.

The most commonly used raw data is source code (15), together
with project descriptions (15) and README files (15). Other fre-
quently used sources include version control data (7) such as com-
mits. It is noteworthy that raw inputs are often used in combi-
nation. For instance, studies frequently leverage both source code
and README files [S65], or they combine textual data with version
control information to enrich classification input [S34]. This multi-
sources approach captures diverse perspectives on repositories to
improve the accuracy of the classification.

In Figure 5 we grouped raw information into four macro categories—

documentation, repository metadata, technical artifacts, and user in-
formation—providing a structured view of how different features
contribute to repository classification.

3.4 RQ4: What features are computed for
classification?

Our analysis (see Figure 6) reveals that the most commonly com-
puted features for classification are co-occurrence matrices (18).
These matrices capture relationships between elements, such as
terms in textual data, and are often employed as inputs for methods
like term frequency-inverse document frequency (TF-IDF) or latent
Dirichlet allocation (LDA).

Zhttps://github.com/topics
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Figure 6: Features used for the classification

Metrics (10) emerge as the second most common feature type.
This category encompasses various numerical and statistical prop-
erties derived from raw inputs, including code measures, repository
size or user activity levels. Closely trailing metrics are embedding
techniques (8). These methods transform raw data, such as textual
or structural inputs, into dense vector representations. Embeddings
are particularly valued for their ability to capture semantic relation-
ships, making them especially useful for analyzing textual artifacts
like README files or project descriptions.

In addition to these commonly used features, categorical data (5)
and graph-based features (3) appear less frequently. Categorical data
consists of discrete labels or categories assigned based on specific
attributes, whereas graph-based features represent relationships
and model structural dependencies or interactions between entities
within the data.

3.5 RQ5: What are the output classes for the
classification?

Type of labels. Our analysis reveals that most studies adopt a mul-
tilabel (27) classification approach, allowing repositories to belong
to multiple categories simultaneously. This approach is particularly
effective for complex tasks, such as topic assignment or reposi-
tory recommendation, where repositories may span several themes
or purposes [S50, S62]. In contrast, single-label classifications (16)
assign each repository to exactly one category. This simpler ap-
proach is often applied to binary classifications or scenarios where
categories are mutually exclusive [S35].

Class structure (open vs closed classes). Regarding the structure
of the classes, closed-class (30) classifications dominate. In this case,
repositories are classified into a predefined set of categories, such as
known software domains [S43]. Conversely, open-class (13) classifi-
cations, which allow for the creation of new categories as needed,
are particularly useful for recommender systems where the number
of suggestions is not pre-defined [S65].

Classification Domain. The classification output domain provides
insight into the intended purpose of the classification tasks. Our
analysis reveals that topics (17) and software categories (12) are the
most frequently assigned labels, indicating a strong focus on the-
matic organization and categorization of repositories [S67]. Less
commonly, classifications target repositories (6), often for recom-
mendation purposes [S39], or quality metrics (4), where the goal is
to assess various aspects of software quality [S52].
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3.6 RQ6: What is the training process?

Data provenance. The data used for training classification models
predominantly originates from publicly available repositories, with
GitHub (22) being the overwhelmingly dominant source. Other
sources, such as SourceForge (11) and private datasets (3) from
company-specific repositories, are far less common. Although a few
studies use data from multiple sources, such as combining GitHub
and StackOverflow, the overall diversity of data provenance remains
limited, with most training sets heavily reliant on GitHub [S30, S34].

Use of preexisting datasets. Only a few primary sources use preex-
isting datasets (11), whereas the majority rely on datasets specifically
created for their experiments. This dependence on custom datasets
reflects a lack of standardized benchmarks for repository classifi-
cation, which can interfere with reproducibility and comparability
across studies.

Size of the training datasets. Training set sizes vary significantly,
ranging from as few as 2 repositories [S48] to over 460 000 reposi-
tories in large-scale studies [S30], as shown in Figure 7 (left). Large
datasets, such as those exceeding 100 000 repositories, are typically
used in studies focused on scalable machine learning approaches
(e.g., [S34]), whereas smaller datasets are often seen in exploratory
tasks (e.g., [S68]).

Types of supervision. The most prevalent learning paradigm is
supervised learning (29). Unsupervised learning (13) accounts for a
smaller portion, primarily in clustering and topic modeling tasks.
weak supervision (1) also appears, highlighting innovative strategies
to reduce the dependency on labeled dataset [S69].

Label acquisition method. For supervised studies, labels are most
commonly derived from preexisting annotations (27), as seen in stud-
ies leveraging datasets like GitHub Topics. Other methods include
computed labels (11) (e.g., inferred through algorithms) and human
labeled (2). Preexisting and computed labels dominate, reflecting
the efficiency and scalability of automated and semi-automated
approaches.

Machine learning algorithms. Our analysis highlights a diverse
range of machine learning algorithms employed in the studies
(Figure 8). Clustering (10) emerges as the most frequently used
technique, particularly for unsupervised tasks such as repository
grouping and topic modeling. Its versatility makes it well-suited
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Figure 8: Algorithms used for the classification

for exploratory data analysis, where predefined categories may not
exist.

LDA (Latent Dirichlet Allocation) (8) is another widely used ap-
proach, especially when handling textual data like README files or
project descriptions. Similarly, Bayesian Techniques (7) and Decision
Trees (7) are commonly employed, often in combination with other
methods, for instance, SVMs (Support Vector Machines) (5). Regres-
sion (3) is applied to prediction tasks, such as estimating repository
popularity or assessing software quality [S29, S70]. Meanwhile,
CNN s (Convolutional Neural Networks) (3) are used for their abil-
ity to extract features from both structured and unstructured data,
making them particularly valuable in tasks involving complex in-
puts [S69]. Other significant methods include Graph Search (2), of-
ten applied to analyze relationships within data, and Collaborative
Filtering (2), commonly used for recommendation tasks. Modern
approaches like Transformers (2) are also beginning to appear in
the field, showcasing their potential for advancing classification
methodologies.

3.7 RQ7: What is the evaluation process?

Data provenance. Most studies utilize data from GitHub (22),
highlighting its dominant role as the primary source of data for
repository classification research. GitHub’s extensive repository
ecosystem, metadata, and activity logs make it an invaluable re-
source for a wide range of classification tasks. SourceForge (10) is the
second most common source. Although less prevalent than GitHub,
SourceForge contributed significantly to this research area.

A smaller number of studies use data from private companies (3),
reflecting the use of proprietary datasets for specialized or domain-
specific investigations. Similarly, Ohloh (2) is cited, emphasizing
its role in aggregating open source project information. As for the
training data provenance, less common sources include Debian
Packages (1), StackOverflow (1), F-Droid (1), and tera-PROMISE (1).

Use of preexisting datasets. As with the training process, most
studies construct their own datasets (30) for the evaluation process,
which does not facilitate comparison between different methodolo-
gies. However, few studies utilize preexisting datasets (12), address-
ing this limitation to some extent.

Size of the evaluation datasets. The sizes of evaluation datasets
vary significantly (Figure 7, right), ranging from as small as 2 [S48]
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repositories to over 40 000 in large-scale studies [S34], highlighting
the need for further evaluation of real-world archive sizes and their
impact on classification performance.

Label acquisition method. Labels come predominantly from pre-
existing annotations (27), often derived from established sources like
GitHub Topics. Computed labels (7) and human-labeled datasets (5)
also play a significant role.

Evaluation procedure. K-fold cross-validation (16) is the most
widely used evaluation method, commonly employing values of
k such as 10 and 5 (see Figure 9). Single holdout (14) is also fre-
quent, with variations in specific ratios such as 80/20 or 90/10. Other
methods, including leave one out cross-validation (2), crowdsourced
evaluation (2), and repeated holdout (1) are less commonly used and
focus on tailored approaches suited for specific study designs.

Evaluation metrics. The evaluation metrics used highlight the di-
verse goals and methodologies in software repository classification

(see Figure 10). Precision (20) is the most commonly used metric,
often in conjunction with Recall (19). F1 Score (14) is particularly
significant in situations where achieving a balance between these
two metrics is essential. Other metrics for a fixed number of classes
include Accuracy (5) and Success Rate (5). Additionally, ranking-
specific measures such as Recall@K (4) and Precision@K (5) high-
light the emphasis on recommendation systems and ranking tasks.
However, most metrics only appear once in the studied sources,
highlighting the lack of a unified methodology for evaluating classi-
fication tasks with negative effects on the ability to compare results.

4 Discussion

Our study reveals trends and gaps in the automatic classification of
software repositories, as detailed below.

A growing research area. Analyzing publication years, we ob-
serve a positive growth trajectory, with increasing interest in this
topic, particularly within the software engineering community.
Overall, 60% of the papers were published in the last seven years of
the study period. This rising interest aligns with the rapid expan-
sion of software hosted on development platforms like GitHub and
archives like Software Heritage. Notably, this growth underscores
the significant challenge of discoverability—the most frequently
cited motivation for studies in this field.

Discoverability in practice. While discoverability is a primary
driver of repository classification, care must be taken to ensure the
solutions proposed are aligned to actual developer needs. At the
moment, discoverability is often formulated as a classification task
whose format is strongly influenced by available data: either as
a classification of broad software domains (mostly obtained from
SourceForge or manually curated), or as a classification of fine-
grained topics (mostly obtained from larger datasets extracted from
SourceForge or Github). Since 2019, only works on GitHub top-
ics (akin to tags) have been published. Studies of general tagging
systems have found that in search scenarios, not all users found
tagging systems useful. Notably, some users felt that tags are either
too broad or too narrow for their search needs [11]. Other work
found that tag clouds were most suited to searches for specific in-
formation, rather than general information [21], echoing a similar
sentiment. Of note, a third type of approaches focuses on recom-
mending similar repositories to an existing one: this scenario differs
markedly from the previous two. In light of the above, we call on
the community to ensure that discoverability tasks are well aligned
with practical goals, by means of user studies.

Another use of discoverability is in the context of mining soft-
ware repository studies, where researchers seek to select a relevant
and representative sample of repositories to analyze, and then ex-
trapolate more general conclusions from. We found surprisingly few
studies that addressed this need, despite the fact that understanding
application domains and categories is crucial for qualitative and
quantitative analyses of the extracted data. This finding echoes
a literature review on the workflows and methodologies in min-
ing studies [23], which finds that MSR studies tend to use simple
sampling criteria such as programming language or popularity.

Beyond discoverability. We were very surprised that discoverabil-
ity would be such a dominating topic: only 12% of papers address
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other topics. In addition to cost estimation and malware detection,
there are likely other scenarios that can benefit from increased
research (e.g. librairies or packages at risk of being abandoned [2]).

Data and data quality. Regarding the data used for training and
evaluation, most studies operate on dataset of limited sizes, raising
questions about the scalability of these methodologies when ap-
plied to real-world, large-scale repository collections. For instance,
the largest dataset identified in this study contains approximately
460 000 repositories, 3 orders of magnitudes away from the 300
million repositories archived by Software Heritage. Whereas it is
understandable that researchers work on smaller datasets, it would
be useful to also have studies that convincingly show the practical
applicability of automated classifiers to larger, real-world scenarios.

Regarding GitHub topics, while there is a large quantity of data
available, making them appealing, there are some known data qual-
ity issues (e.g., some topics specify the programming language
the repository is implemented in—a task better fulfilled by pro-
gramming language identification tools than repository classifica-
tion) [S55]. These issues contribute to the possible misalignment
between the task as formulated and the practical uses by developers.

Machine learning techniques. Furthermore, most studies utilize
conventional machine learning methods such as decision trees and
clustering. At the same time, only a handful of research studies
have investigated more sophisticated approaches such as neural
networks or transformers, which have recently shown considerable
promise in other fields. Foundation models such as BERT [6] or
CodeBERT [8] in particular have found success in software engi-
neering tasks [13], even with small-scale datasets [19]. The advent
of truly large language models [22], who in some cases can dispense
with additional training opens up additional opportunities. So far,
a single primary source is using pretrained models [S37], while we
are aware of an as yet unpublished work (thus not fulfilling our
inclusion critera) using an LLM to detect scientific software [15].
This limited exploration of recent approaches suggests a potential
avenue for future research, in which scalability issues due to larger
and more diverse datasets are more likely to emerge.

Lack of standard benchmarks. Another significant limitation is
the absence of standardized benchmarks, including datasets, clas-
sification tasks, and evaluation metrics. This absence makes it dif-
ficult to compare the performance of various machine learning
approaches for this task. Establishing standardized benchmarks
would enhance reproducibility and provide a solid foundation for
evaluating and improving the automatic classification of software
repositories, as has been seen for other software engineering fields
such as with benchmarks such as Defects4] [10] or the Bellon bench-
mark [3]. Furthermore, benchmarks are know to foster communities
accelerate progress [20]. There are however pitfalls as benchmarks
must be carefully constructed to minimize data quality issues and in-
centivize the right objectives. As such, given the alignment and data
quality issues mentioned above, simply collecting a large amount
of GitHub topics might not be sufficient to yield an effective bench-
mark. However, approaches that involve a degree of curation, such
as GitRanking [S55], constitute a promising way forward.

5 Threats to validity

Like all secondary studies, this systematic mapping study is sub-
ject to validity concerns. We report these threats following the
guidelines of Wohlin et al. [26].

Internal validity. To mitigate the potential threats to validity
during the screening phase, we performed a pilot screening of 10%
of the papers with overlapping reviewers, followed by a discussion
round to resolve discrepancies. We also computed the Fleiss kappa
to measure inter-rater agreement among the five reviewers. During
the data extraction phase, we avoided inconsistency in gathering
data by having multiple rounds of discussion on how to interpret
and apply dimensions and scales. A potential threat arises from the
diversity of studies, particularly in Machine Learning Algorithm and
Evaluation metrics. Similar metrics reported under different names
were grouped into categories to streamline analysis, which may
obscure subtle differences. To mitigate this, we employed an open
card-sorting process for consistency.

External validity. Because our study focuses on peer-reviewed
publications explicitly mentioning the automatic classification of
software repositories, some relevant industrial or unpublished work
(e.g., gray literature) may have been missed. Furthermore, despite
leveraging multiple digital libraries and following a rigorous pro-
tocol to craft search queries, we might still have missed relevant
studies. The inclusion of backward snowballing mitigates this to
some extent, but complete coverage is never guaranteed in any
systematic review of the literature.

6 Conclusion

Our systematic mapping of 43 primary studies, filtered from an
initial set of almost 1700 works, shows that the interest in soft-
ware repository classification has grown steadily over the last two
decades, with a marked increase in the past seven years. Although
discoverability is the dominant motivation, relatively few studies
address other objectives, such as security or maintainability classi-
fications. We have seen a wide range of different sources, such as
datasets, input data, and features, that highlight the complexity of
large software repositories. In addition, there is significant variation
in machine learning algorithms, evaluation methods, and metrics,
which points to a lack of standardization in this field. Establishing
common benchmarks would help in improving the comparabil-
ity of research results, which is currently quite difficult. Among
the gaps we have observed in the literature, three stand out: (1)
the need of closing the gap between stated goals for repository
classification and developer needs; (2) empirical verifications of
the scalability of state-of-the-art approaches to the largest existing
scale of repository collection; (3) the application of state-of-the-art
machine learning techniques (e.g., transformers) to this task.
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