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ABSTRACT

Complex networked applications are assembled by connect-
ing software components distributed across multiple ma-
chines. Building and deploying such systems is a challenging
problem which requires a significant amount of expertise:
the system architect must ensure that all component depen-
dencies are satisfied, avoid conflicting components, and add
the right amount of component replicas to account for qual-
ity of service and fault-tolerance. In a cloud environment,
one also needs to minimize the virtual resources provisioned
upfront, to reduce the cost of operation. Once the full archi-
tecture is designed, it is necessary to correctly orchestrate
the deployment phase, to ensure all components are started
and connected in the right order.

We present a toolchain that automates the assembly and
deployment of such complex distributed applications. Given
as input a high-level specification of the desired system,
the set of available components together with their require-
ments, and the maximal amount of virtual resources to be
committed, it synthesizes the full architecture of the sys-
tem, placing components in an optimal manner using the
minimal number of available machines, and automatically
deploys the complete system in a cloud environment.
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1. INTRODUCTION

In contrast to classic, monolithic software that runs lo-
cally on a single machine, large distributed systems are built
from many running services executing on (possibly hetero-
geneous) wvirtual machines (or locations) and collaborating
to provide the expected functionality to final users.

The system architect must choose which services to use
and how to configure them, knowing that services may de-
pend on, and/or be in conflict with, each other; consider
fault tolerance and quality of service issues, and provide
enough instances of each service; design the physical archi-
tecture on which to run the system, trying to keep its cost
reasonable with nonetheless enough locations with enough
resources (e.g. RAM, disk space, bandwidth) to allow the in-
stallation and the good execution of the services they host;
choose which implementation of each service to install on
which location, knowing that implementations (usually in
the form of packages) have dependencies and conflicts too.
Once all this planning is done, the deployment phase must
provision the required virtual machines, install the right
packages on each of them, and finally start and intercon-
nect services in the right order.

This is a daunting task, not unlike building a puzzle—each
running service, package, and machine being a piece—where
one only knows the overall expected functionality.

To reduce the complexity of this process, many industrial
initiatives develop tools [32, 5] that allow to select, configure,
and push on the Cloud some well defined services. However,
these tools are only useful once the puzzle is solved, i.e. when
the right services and packages have been selected, the loca-
tions on which they must be deployed have been chosen, and
the way of configuring them in a manner that satisfies all the
requirements has been found. Solving this puzzle currently
requires a significant amount of human expertise, so that in
practice large software stacks are often managed using cus-
tom scripts and manual techniques, which are error-prone
and fragile [23].

In this article, we present a toolchain developed in the
framework of the Aeolus project [6] that provides a generic,
automatic and sound alternative to these scripts and tech-
niques. The toolchain is composed of two tools:



Zephyrus automatically generates an abstract represen-
tation (or configuration) of the target system according to
a concise specification of the expected functionalities. It
takes into account the set of available services, which can
serve as building blocks, with their requirements, replication
policies, and resource consumption characteristics; informa-
tion concerning the implementation of the services (e.g. that
the Apache service is provided by the www-servers/apache
package on Gentoo Linux, by the apache2 package on De-
bian, etc.); and the maximum amount of (virtual) machines
available, together with their characteristics. It is also able
to minimize the amount of needed resources.

Armonic takes the full system configuration produced by
Zephyrus and deploys it, by provisioning the required vir-
tual machines on a cloud computing platform (such as Open-
Stack), installing the needed packages on each machine; it
configures the different services to establish the required con-
nections; and finally starts the services in the right order,
relying on precise metadata that describe the internal state
machines and runtime dependencies of each service.

This toolchain decouples system design from system de-
ployment. It builds upon the sound formal foundations of
the Aeolus component model [9], which describes each avail-
able service as a component type, using ports tagged with an
arity to encode requirements, provides, conflicts and repli-
cation policy, as well as an internal state machine to capture
component life-cycles.

Zephyrus uses a stateless version of the Aeolus model, ex-
tended to take into account locations, repositories, packages,
and resources, as detailed in [7]; packages and repositories
are encoded following the now standard approach originated
from [21]. The specifications accepted by Zephyrus are given
in a rigorous syntax whose semantics defines when a config-
uration satisfies a specification. Based on this formalization,
Zephyrus can be proven correct and complete: it will always
find a configuration that is optimal w.r.t. the chosen crite-
rion if one exists. Furthermore, the generated configuration
is guaranteed to provide the expected functionalities, and
satisfies the constraints defined by the replication policies,
as well as the dependencies and conflicts between services.

Armonic then takes over and uses the information about
the internal state machine of the components to determine
a correct service activation sequence, under the assump-
tion that the dependency relation among services is acyclic,
which is usually the case.

Paper structure. Section 2 presents the toolchain through
a realistic running example. Section 3 discusses the inter-
nals of the various tools and presents the theoretical results
establishing soundness, completeness and complexity of the
architecture synthesis phase. Section 4 reports on experi-
mentation with the toolchain, as well as its adoption in an
industrial context at Kyriba Corporation. Before conclud-
ing, Section 5 discusses related work.

2. WALKTHROUGH

In this section we describe Zephyrus and Armonic by show-
ing them at work on an example that is simple enough to
be fully presented, and yet realistic as it corresponds to a
common use case of application deployment in the cloud.

Zephyrus takes several inputs:

1. a description of all the existing components and their
constraints, which come in various formats due to their
different origins (e.g. package database, architectural
choices, machine physical resources, etc.); this is called
a universe.

2. a description of the current system configuration (ex-
isting machines, which services are currently deployed
where, etc.)

3. a high level specification of the desired system. As
part of the specification, architects can include objec-
tive functions that they would like to optimize for, such
as the desire of minimizing the number of virtual ma-
chines that will be used for the deployment (and hence
the system cost).

2.1 Use case: deploying a WordPress farm

The task we want to perform is deploying the popular
Wordpress blog platform on a private OpenStack cloud. In
addition to being realistic, this use case is often used as a
“benchmark” to showcase the characteristics of cloud provi-
sioning platforms. Wordpress is written in PHP and as such
is executed within Web server software like Apache or nginx.
Additionally, Wordpress needs a connection to a MySQL in-
stance, in order to store user data. Simple Wordpress de-
ployments can therefore be obtained on a single machine
where both Wordpress and MySQL get installed.

“Serious” Wordpress deployments, however—that sustain
high load and are fault tolerant—are more complex and rely
on some form of load balancing. One possibility is to balance
load at the DNS level using servers like Bind: multiple DNS
requests to resolve the website name will result in different
IPs from a given pool of machines, on each of which a sep-
arate Wordpress instance is running. Alternatively one can
use as website entry point an HT'TP reverse proxy capable
of load balancing (and caching, for added benefit) such as
Varnish. Either way, Wordpress instances will need to be
configured to contact the same MySQL database, to avoid
delivering inconsistent results to users. Also, having redun-
dancy and balancing at the front-end level, one usually ex-
pects to have them also at the DBMS level. One way to
achieve that is to use a MySQL cluster, and configure the
Wordpress instances with multiple entry points to it.

Constraints. Several design constraints should be taken into
account when designing such a system. Some constraints
come from package providers and cannot be easily changed.
For instance, Wordpress, Varnish, etc. usually come from
software distribution packages and have their own dependen-
cies and conflicts which must be respected on each machine
when installing the software.

On the other hand, “house” requirements are defined by
system architects to capture some ad-hoc policy. For this
use case, we assume given the following requirements:

e at least 3 replicas of Wordpress behind Varnish or, al-
ternatively, at least 7 replicas with DNS-based load
balancing (since DNS-based load balancing is not capa-
ble of caching, the expected load on individual Word-
press instances is higher);

e at least 2 different entry points to the MySQL cluster;

e ecach MySQL instance shouldn’t serve the needs of more
than 3 Wordpress instances;
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Figure 1: Zephyrus used to design a scalable, fault-tolerant Wordpress deployment

e no more than 1 DNS server deployed in the adminis-
trative domain;

o different Wordpress (and MySQL) instances are de-
ployed at different locations.’

Similar constraints might exist on machine resources, e.g.
we expect Varnish to consume 2Gb of RAM and we don’t
want to deploy it to a smaller machine, especially if in com-
bination with other RAM-consuming services. Note that
“house” requirements are not intrinsically related to the soft-
ware components we are using, but are rather an encoding
of explicit architectural choices.

2.2 Architecture synthesis

Figure 1 shows the application of our toolchain to the
design of a complex Wordpress deployment like the one we
have discussed.

On the left of the black arrow is a schematic representation
of Zephyrus’ input, on the right its output. Available ser-
vices are depicted in the figure using a graphical syntax in-
spired by the Aeolus model [9], each one with its own require-
ments, conflicts, and (house) replication policy. Component
requirements are exposed as required ports that should be
connected, via bindings, to matching provided ports offered
by other service instances, respecting port replication con-
straints: an upper bound (or co) on the amount of incoming
bindings for provided ports; a lower bound on the amount of
outgoing bindings to different service instances for required
ports. For example, the fact that the HTTP load balancer
requires 3 Wordpress replicas is indicated by the > 3 anno-
tation on its wordpress backend required port, and the fact
that the DNS load balancer is incompatible with other DNS
services is indicated by the dns conflict port.

Note that our ports result in a very flexible notion of de-
pendency, with choice: any requirement can be satisfied by
any component providing the right port. For instance, if we
require the port wordpress frontend, we allow Zephyrus to
choose which of DNS load balancer or HTTP load balancer is
the best to use. To our knowledge, Zephyrus is the only tool
to manage such flexibility in dependencies.

Tt is technically possible to co-locate multiple, say, MySQL
instances on the same machine, but it would be pointless to
do so when we are seeking fault tolerance and load balancing.

Services and implementations. Zephyrus takes as input a
description of the available service types, and an implemen-
tation relation that maps each service to the set of packages
implementing it.? These two parts of the universe are given
as input to Zephyrus as a JSON file that in our running
example looks like this:

{ "component_types": [

{ "name" : "DNS-load-balancer",
"provide" : [["@wordpress-frontend"], ["@dns"]],
"require" : [["@wordpress-backend", 711,
"conflict": ["@dns"],

"consume" : [["ram", 128]] },

{ "name" : "HTTP-load-balancer",
"provide" : [["@wordpress-frontend"]],
"require" : [["@wordpress-backend", 3]],
"consume" : [["ram", 2048]] },

{ "name" : "Wordpress",

"provide" : [["@wordpress-backend"]],
"require" : [["@sql", 211,
"consume" : [["ram", 512]1] },
{ "name" : "MysQL",
"provide" : [["@sql", 311,
"consume" : [["ram", 512]] } 1,

"implementation": [
[ "DNS-load-balancer",
[ "HTTP-load-balancer", ["varnish"] ],
[ "Wordpress", ["wordpress"] 1],
[ "MysSQL", ["mysql-server"] 1 1 }

["bind9"] 1,

The component_types section describes the available com-
ponent types with their ports, as well as their non func-
tional requirements like memory or bandwidth. Port names
are distinguished from components or packages by a simple
syntactic convention: ports start with @ The implemen-
tation section maps services to the software packages that
should be installed to realize them on actual machines.

Package repositories. Unlike other tools, Zephyrus is fully
aware of available package repositories, with their dependen-
cies and conflicts, and uses such information to ensure that
package-level conflicts and dependencies are respected on all
machines. It is possible to associate different package repos-

2In the example we have kept things simple, but Zephyrus
is capable of handling complex situations where the same
service can be implemented by different packages on different
machines, according to the locally installed OS.
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itories to different locations, allowing to handle deployment
of heterogeneous systems. The size of a repository may be
huge (the Debian Squeeze repository contains ~30’000 pack-
ages), so Zephyrus uses coinst [8] to abstract packages into
a set of much smaller equivalence classes, and yet sufficient
to capture all package incompatibilities.

Available (virtual) machines. Another essential part of
Zephyrus input is the description of the initial configuration,
i.e. the set of available machines with information on their
resources: memory, package repository, existing services and
packages. In our example, we start with an initial configura-
tion consisting of 6 bare locations with 2Gb of RAM. Such
configuration is fed to Zephyrus in JSON format, e.g.:

{ "locations" : [
{ llname" B Illocill’
"repository" : "debian-squeeze",
"provide_resources" : [["ram", 2048]] 1},
{ |lnamell . Illoczll’
"repository" : "debian-squeeze",
"provide_resources" : [["ram", 2048]] 1},
[...1%

Target system specification. Zephyrus accepts a specifica-
tion of the desired target system. Specifications are defined
according the abstract syntax presented in Table 1.

A specification S is a set of basic constraints e op e, com-
bined using the usual logical connectors. These basic con-
straints specify how many elements (packages, component
types, etc) should be in the generated configuration, using
terms of the form #/ that correspond to the number of in-
stances of element ¢ in the system. For instance, one might
state that we want at least 3 instances of the component
type apache: “#apache > 3”, where #apache represents the
number of apache instances in the configuration.

Moreover, it is possible to express constraints on loca-
tions. Locations can be specified in our syntax with the
term (Jy){J» : Si} where Jy is the constraint on the re-
source available on that machine; J, is the set of repositories
that can be installed on that machine (‘_’ standing for any
repository); and S; is a constraint specifying the contents
of the machine (basically, S; is S without locations). For
instance, we can specify that no location with less than 2Gb

of RAM and redhat installed should have a MySQL running:
“#(mem < 2G){redhat: #MySQL > 1} = 0”.
For our running example we need exactly one Wordpress

frontend (i.e., exactly one service offering a wordpress-frontend

port), and that no machine is deployed with more than one
instance of either MySQL/Wordpress services on it.

(#@wordpress-frontend = 1)
and #(_){_ : #MySQL > 1} = 0
and #(_){_ : #Wordpress > 1} = 0

Note that no constraint is imposed on the co-location of
different services on the same machine.

Optimization criteria. In Zephyrus, one may request a so-
lution that is optimal w.r.t. a specific objective function.
Currently, Zephyrus supports two built-in optimization cri-
teria, namely compact and conservative, which respectively
minimize the number of components and locations used, or
their difference with respect to the initial configuration.

Running Zephyrus. We are now ready to ask Zephyrus to
compute the final configuration:

$ zephyrus -u univ.json -opt compact \
-ic conf.json -spec sp.spec \
-repo debian-squeeze ds.coinst

In addition to the obvious parameters (universe, optimiza-
tion function, configuration, specification), we pass an extra
one: the -repo option tells Zephyrus that all the informa-
tion about the packages contained in the repository named
debian-squeeze is available in the file ds.coinst.

The actual output of Zephyrus contains a complete de-
scription of the system to be deployed; it is too long to be
listed here in full, so we only highlight some excerpts of it.
The format is the same as for configurations, and starts with
the description of the locations:

{ "locations": [

{ llnamell: "10C1",
"provide_resources": [ [ "ram", 2048 ] ],
"repository": "debian-squeeze",
"packages_installed": [ "wordpress" ] },

{ "name": "loc2",
"provide_resources": [ [ "ram", 2048 ] ],
"repository": "debian-squeeze",
"packages_installed": ["mysql-server",

"wordpress" ] } [...]

We see that each location is associated to a list of packages
that should be installed there. Only the root packages are
listed, and Zephyrus has already checked that they can be
co-installed, satisfying dependencies and conflicts.

The second part of the output is the list of service in-
stances present in the system, mapped to their locations:

"components": [

{ "name": "Wordpress-1",
"type": "Wordpress",
"location": "locl" },
{ "name": "Wordpress-2",
"type": "Wordpress",
"location": "loc2" },
{ llnamell . llMySQL_lll s lltypeﬂ . llMySQLII s
"location": "loc2" 1}, [...]

Finally, the third part of the output lists the bindings that
connect (ports of) service instances together:
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Figure 2: Screenshot of Armonic web interface.

"bindings": [
{ "port": "@wordpress-backend",

"requirer": "HTTP-load-balancer-1",
"provider": "Wordpress-1" },

{ "port": "@wordpress-backend",
"requirer": "HTTP-load-balancer-1",
"provider": "Wordpress-2" },

{ "pOIt" . ll@sqlll .

"requirer": "Wordpress-1",
"provider": "MySQL-1" } [...]

The configuration corresponding to Zephyrus output is
depicted on the right of Figure 1, where shaded boxes denote
locations; we omit installed packages for the sake of read-
ability. All choices there—load balancer, mapping between
services and machines, bindings, etc.—have been made by
Zephyrus. Note how services have been co-located where
possible, minimizing the number of used machines: only 4
out of the 6 available machines have been used: the proposed
solution is optimal w.r.t. the desired metric.

2.3 Configuration deployment

Once we have the configuration generated by Zephyrus as
output, we are left with the task of turning it into a running
system. While Zephyrus output is agnostic as to the final
deployment tool, we have developed our own tool—called
Armonic—to work closely in conjunction with Zephyrus.

Starting from the configuration generated by Zephyrus,
Armonic first provisions the needed virtual machines (VMs)
on a target private OpenStack cloud, creating new instances
as needed. The resource information (CPU, storage, mem-
ory) contained in Zephyrus output are used by Armonic to
choose appropriately-sized VMs (AKA “flavors”).

After provisioning, Armonic takes care of configuring VMs
using an agent-orchestrator architecture: each VM comes
with an agent which receives configuration instructions from
a central orchestrator. During VM configuration, Armonic
installs on each VMs the packages dictated by Zephyrus;
tunes service configuration files to implement bindings (e.g.
to “connect” a Wordpress to a MySQL, Armonic will patch
a Wordpress configuration file to point to a given VM IP
address and port); and starts services in the right order as
it goes. In our example, a Wordpress instance is deployed
at location locl. However, a MySQL database must be
available before the deployment of Wordpress in order to
properly start the service. To address this, Armonic devises

a deployment plan, using bindings to determine a suitable
deployment ordering, and follows it during component de-
ployment. In the example Armonic will deploy Mysql right
away (as it has no further component dependencies), then
Wordpress, and finally the load balancer.

The Armonic orchestrator is equipped with a web inter-
face, shown in Figure 2 at work on the deployment of a
simplified version (using a single MySQL database, instead
of a cluster) of the configuration of Figure 1. To deploy
an application, users can simply feed Zephyrus output into
the Armonic web interface and then monitor live the state
of deployment. In Figure 2 the deployment is almost fin-
ished: all components are deployed and connected, except
the last Wordpress instance and the load balancer which are
shown grayed-out, as they are only partially deployed. The
deployment of this use case takes about 7 minutes, including
building and booting virtual machines, package installation,
and service configuration.

3. TOOLCHAIN INTERNALS

3.1 Minimizing input

Figure 3 presents a simple schema of the architecture of
Zephyrus, which is basically structured into five blocks. The
input phase of Zephyrus collects all the data provided by the
user.

For each location, we take into account not only the avail-
able services, but also all the possible ways to deploy them
(i.e. packages that must be installed to realize them, to-
gether with their dependencies): this can amount to han-
dle tens of thousands of packages for each location, and a
naive approach would simply be unfeasible. We believe this
is one of the fundamental reasons why competing tools do
not represent package relationships explicitly or completely,
with the consequence of potentially producing configurations
which are not deployable due to package incompatibilities
unknown to the tool. We compare this aspect of Zephyrus
with alternative approaches in Section 5.

To render the problem tractable, Zephyrus performs sev-
eral simplification passes on the input data that greatly re-
duce its size: the universe is trimmed by removing all ser-
vices that are not in the transitive closure of the services
present in the initial configuration or the request; package
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Figure 3: Overall architecture of Zephyrus

repositories are pruned by keeping only packages that im-
plement services which were not removed by the previous
simplification phase; lower and upper bounds on the needed
resources and components are computed, and only the min-
imum estimated number of available locations is kept. All
these operations are safe, as we can prove that they do not
exclude any correct solution.

A second important simplification is achieved by using
a slightly modified version of the coinst tool [8], which re-
duces by several orders of magnitude the data present in soft-
ware package repositories, like those offered by the Debian
or RedHat distributions, while retaining all the coinstallabil-
ity information needed to determine if a set of packages can
or cannot installed together. We refer the interested reader
to [8] for precise figures and detailed proofs; we just recall
here that this simplification is safe, and preserves all correct
solutions.

3.2 Constraint generation

The second phase of Zephyrus translates the (trimmed)
input into a set of constraints over non-negative integers.
These constraints use different variables for the number of
instances to create on each of the locations for each of the
types in the universe, and also variables representing the
packages that must be installed on each location. The con-
straints impose that the instances respect the definition of
their type in the universe, the way how instances are im-
plemented by packages, the (compacted) dependencies and
conflicts between packages, and the problem specification.

The most interesting of these constraints ensure that it is
possible to create the bindings between all instances accord-
ing to the capacity constraints. These constraints distin-
guish our approach from others [13, 12, 14], they are neces-
sary due to the flexible dependencies we have on ports. Con-
straints are constructed using auxiliary variables B(p, tr,tp)
for the number of bindings on port p between requesting
instances of type t, and providing instances of type tp.

On the example of Section 2.2, these particular constraints
for the bindings on port sql look like this:

B(sql,wp,mysql) < #mysql 3 (1)
B(sql,wp,mysql) > #wp*2 (2)
B(sql,wp,mysql) < #up * #mysql (3)

Here, (1) expresses that the number of bindings on port sql
between instances of the two types is at most the number
of instances of the providing type mysql times 3 (since any
component of that type can bind to at most 3 instances),
(2) that the number of bindings on port sql is at least the
number of instances of the requesting type wp times 2 (the

number of binding each component of type wp requires), and
finally (3) states that the number of bindings is at most the
number of pairs of instances of type wp with instances of type
sql. This last restriction expresses that no two bindings may
exist between the same pair of instances.

The ability to capture as simple integer constraints the
existence of a complete architecture corresponding to a spec-
ification is the cornerstone of our approach. It allows us to
deal with the many facets of a system design as a whole, and
thus ensures the completeness of our tool and the optimality
of the generated configuration. In particular, if the output of
Zephyrus indicates that several services are to be installed
on the same machine, we know that no conflict between the
packages that realize them will arise on actual machines.

3.3 External solvers

The generated constraints, as well as the optimization
function, are expressed using the MiniZinc constraint mod-
elling language [24, 22|. This allows us to employ any of
the many existing constraint solvers that support MiniZinc.
Zephyrus can currently use GeCode [29] (an efficient open
source solver) or several of the solvers provided in the G12
suite [30]. The tool exploits this flexibility by implementing
a solver portfolio approach [2, 3] that reduces execution time
by running several solvers in parallel, and stops as soon as
one of the solvers finds a solution.

3.4 Configuration generation

When the external solver finds a solution for the generated
constraint, the next part of Zephyrus proceeds to transform
that solution, which is a simple mapping from variables to
integers, into an actual configuration. The two main chal-
lenges of that generation are: i) to reuse as many existing
parts of the initial configuration as possible in order to min-
imize the impact on the existing system; and ii) to correctly
generate bindings between the instances taking into account
that any two instances can be bound on a given port at most
once. The algorithms employed in this generation phase are
presented in detail in [7].

Once the configuration has been generated, it can be writ-
ten to a file in two different formats: either (a) the same
JSON format used for the input configuration, which pre-
cisely describes all the configuration features and is used by
Armonic as input; or (b) the dot format that encodes the
configuration into a graph that can be viewed using the dot
program to visualize the synthesized architecture.

If no configuration satisfies the given input constraints,
Zephyrus will exit with an error message and produce no
output files.

3.5 Synthesis soundness and completeness

An important property of Zephyrus is that all its parts
have been formalized. In particular, the translation into
constraints and the generation of the configuration, two very
complex and important pieces of Zephyrus, have been pre-
cisely described and proven correct in [7], where the follow-
ing results have been shown for Zephyrus:

Theorem 1 (Soundness). The configuration generated by
Zephyrus is correct w.r.t. the input universe and specifica-
tion.

Theorem 2 (Completeness). If there exists a configura-
tion that validates the input universe and specification, then
Zephyrus will successfully generate a correct configuration.
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Figure 4: Armonic representation of Mysql and Word-
press component types.

Theorem 3 (Optimality). The configuration generated by
Zephyrus is optimal w.r.t. the input optimization function.

3.6 Deployment planning

Virtual machine selection. In this paper, Armonic uses
the popular OpenStack platform to provision virtual ma-
chines, starting from the locations entries found in Zephyrus
output to determine machine names and resources (com-
pute, storage, and memory capacity). In order to map re-
sources to the available VM “flavors”, a correspondence table
is defined between provide_resources and Openstack fla-
vors, for instance:

[["ram", 2048]] -> ml.small

Using this table, Armonic can create VMs using the Open-
stack API, e.g.:

nova boot --flavor ml.small --image debian-squeeze locl

Component life-cycle. Armonic associates each component
type to an acyclic state diagram that captures the compo-
nent life-cycle. As an example, Figure 4 shows the life-cycles
for the Worpdress and Mysql component types that we have
used in the walkthrough of Section 2.

Different states may require and provide different ports.
For instance, MySQL’s active state provides a port @sql,
denoting that such port can be depended upon only when
that state in the MySQL life-cycle has been reached. Given
that Wordpress’ configured (and subsequent) state(s) re-
quire that port, Wordpress cannot enter such state before
MySQL has entered its active state.

Determining deployment order. Section 2.3 briefly intro-
duces the need of a component deployment plan. Com-
puting such a plan can be quite challenging (even unde-
cidable [9]), depending on the expressivity of component
constraints. Hence, Armonic makes several simplifying as-
sumptions to keep the problem tractable.

First, Armonic currently assumes that all VMs are “empty”,
with no services initially deployed on them. This assumption
simplifies deployment of services because it ignores reconfig-
uration needs. Second, we suppose there is only one path to
reach a given state, while Armonic life-cycle representation
allows for multiple paths. Finally, we suppose that there
are no circular dependencies between components. We are
working on an improved planning algorithm which will ad-

dress these limitations [18] and also allow for optimizations
such as maximally parallel component deployment.

3.7 Service configuration

To connect components according to Zephyrus bindings,
Armonic has to generate service configuration files and may
have to create resources. For instance, connecting MySQL to
Wordpress consists of creating a MySQL database and user
with the appropriate permissions, and making a Wordpress
configuration file point to the right IP address, port, DB
name, and user name.

To automate this process, Armonic allows to attach addi-
tional information to provide and require ports. Thus, the
provide port @sql of MySQL exposes three required vari-
ables, a database name, a user name, and a user password.
The require port @sql of Wordpress exposes these variables
with predefined values. Since the component MySQL is the
provider of the bindings @sql which has Wordpress as re-
quirer, Armonic uses this information to bind requirer and
provider configuration variables. In this case, Armonic will
call the provide port @sql of MySQL with values of require
port @sql of Wordpress. This action will create the database
and the MySQL user. These values will then be used by the
Armonic agent to patch the Wordpress configuration file.

4. EXPERIMENTATION

The complete toolchain presented in this paper is available
as free software, released under the GPL license. Zephyrus
amounts to about 10.000 lines of OCaml [20] and is avail-
able at https://github.com/aeolus-project/zephyrus/;
Armonic is about 5.000 lines of Python, plus glue code for
component life-cycles written in shell script or Augeas [28],
and is available at https://github.com/armonic/armonic.
We have experimented the complete toolchain in both arti-
ficial and industrial settings; in this section we present some
of our findings. As the figures for Armonic are dominated
by the deployment time used by system-level tools (package
managers, service startup, etc.), and also because we have
already briefly presented them at the end of Section 2.3, we
focus here on Zephyrus.

4.1 Synthesis efficiency

Given that the architecture synthesis part of our toolchain
implemented by Zephyrus has a daunting complexity in the-
ory one may ask whether this part could be a bottleneck of
our approach. In order to answer this question we have con-
ducted several architecture synthesis benchmarks on both
realistic and extreme use cases. The ones we illustrate here
are variants of the WordPress example described in Sec-
tion 2. There are, however, three important changes needed
to properly benchmark it:

e The use case is parameterized to scale it up and to
demonstrate how Zephyrus handles problems which
require more and more components and locations: (i)
the first parameter is the minimum replication con-
straint on the wordpress backend port (required by
the load balancer); (ii) the second parameter is the
minimum replication constraint on the sql port (re-
quired by WordPress components).

e The resources associated to available locations are in-
spired by Amazon’s EC2 VM offering. We took what
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Figure 5: WordPress synthesis benchmarks, for
increasing values of the replication constraints on
wordpress backends (x-axis) and mysql (y-axis)

Amazon calls “old” (previous generation) general pur-
pose machines. So there are four types of locations
available, corresponding (by cost and capacity) to Ama-
zon instance types: ml.small, ml.medium, ml.large
and ml.xlarge. We have provided Zephyrus with a
finite, but large enough number of machines (250 for
each instance type).

e We use a single package repository associated to each
machine, and a single package implementing all the
available component types. This simplification does
not affect the test results, as all component types in
this benchmark are co-installable anyhow.

We have used a portfolio of solvers, as discussed in Sec-
tion 3.3, consisting of the following 3 solvers: Gecode [29],
the standard finite domain constraint solver from the G12
suite [30], and the G12/CPX (Constraint Programming with
eXplanations) solver from the G12 suite. As these solvers
are optimized for different goals, each of them works better
in some situations and worse in others. It is very difficult to
guess beforehand which solver is more adapted to a specific
constraint problem instance. The portfolio approach per-
mits us to work around this obstacle by trying these three
approaches at the same time.

We have varied the two use case parameters from 1 to 16.
Execution times are obtained as average of 5 runs on a com-
modity desktop machine (Intel i7 3.40 GHz, 8 GB of RAM).
The diagram in Figure 5 shows that a vast majority of cases
are solved very quickly in less than one minute. Only the
larger ones can take more than 20 minutes, e.g. the (14,16)
case, which is the highest peak in the chart. To put this
worst-case solving time into perspective, please note that
the largest use case ((16,16)) consists of 103 components,
interconnected by 272 bindings, and distributed over 86 ma-
chines. This surpasses by a significant margin the size of
most professional WordPress deployments.

4.2 Application to continuous integration

Zephyrus has been deployed in a large industrial use case
at Kyriba Corporation®, a large software editor providing
Software-as-a-Service treasury management solutions. In

3http://www.kyriba.com/
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Figure 6: local qualification process at Kyriba
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Figure 7: remote qualification process at Kyriba

the following we offer a return on that experience, validating
the usefulness of the proposed approach in an industrial set-
ting. This use case highlights the importance of considering
all system design constraints together and the benefits of
statically detecting when they are not satisfiable—in which
case Zephyrus will exit with an error. It also shows the flexi-
bility of our toolchain, by relying on a (in-house) deployment
back-end other than Armonic for the actual deployment.

Kyriba solution is a complex software platform composed
of more than 150 components deployed on multi-tier archi-
tectures, with many different versions running at the same
time. Maintaining the consistency of the system as a whole
is a major undertaking. To address this challenge, Kyriba
has invested in completely automating the build, integra-
tion, and deployment processes.

Kyriba distinguishes two software qualification processes:
a local one run by individual developers on their machines;
and another, more thorough one run on a remote contin-
uous integration (CI) service. Heavy, exhaustive tests are
performed remotely, whereas individual developers only run
a subset of available tests on their machines.

Successful completion of the local qualification process,
detailed in Figure 6, is required in order to be able to com-
mit code changes to the source version control system. After
each commit the process depicted in Figure 7 is triggered:
first CI runs the same process that has been run on develop-
ers machine; automatic deployment is then performed on the
cloud infrastructure with the latest component version, and
more extensive tests—UI, deep functional scenarios, stress
tests—are executed.

4.2.1 A Case for automation

Kyriba follows the continuous integration recommenda-
tions [10] and implements acceptance and stress tests. These
tests are very time consuming: while local tests take less
than 4 minutes to complete, global ones might take 4-8
hours. Furthermore, as Kyriba solution is an assembly of
multiple components, integration tests involve many inter-
dependent components that should all be deployed before
testing. When deploying on a single machine, maintaining



consistency (e.g. version alignment) is rather easy and can
be enforced using package dependencies; when components
are distributed as services on multiple physical/virtual ma-
chines, consistency is harder to maintain.

In the past, test deployment was done using custom tools
involving a manual setup, and component/protocol incom-
patibilities were only detected at runtime. Short feedback
loops discipline helps developers with error diagnostic re-
lated to small code changes [16], so Kyriba has been looking
for a tool that could anticipate error detection.

Zephyrus turned out to be a perfect fit for this need, as
a deployment validation tool for both the local and remote
qualification processes. Zephyrus is now used in distributed
component consistency validation and deployment config-
uration scenarios. Zephyrus helps to get feedback before
launching local deployments tests and has led to a signif-
icant reduction of the number of failures occurring during
automated deployment in comparison to the previous, more
manual, test setup.

4.2.2 Zephyrus adoption

For developers. Developers define relationships between
components in partial Zephyrus files when they create pack-
ages for their project. These files are then merged with
Zephyrus files containing the full infrastucture description
provided by engineering operations team before being pro-
cessed by the solver.

Two kinds of such relationships need to be defined:

e Dependencies between packages with specific version
requirements, e.g. the application 1.0 requires a web
server of version at least 3.2.4 to be installed on the
same machine to run properly;

e Service binding relationship with API level require-
ment, e.g. the application 1.0 requires a service API
version 1 exposed by another application on some ma-

chine, not necessarily where the application is deployed.

Developers can declare these requirements using ports spec-
ified in the Zephyrus universe definition:

{ "component_types": [
{ "name" : "fa-accounting-engine-0.1",
"provide": [["@fa-accounting-engine-vi", ["
FiniteProvide", 1111,
"require": [["@graphite-v3", 1]] } ],
"implementation": [
[ "fa-accounting-engine-0.1",
[["debian-kyriba",
"kyriba-fa-accounting-engine (= 0.1)"11 11 }

The component type kyriba-fa-accounting-engine provides
a “fa-accounting-engine-v1” service with APT level 1 and re-
quires a “graphite-v3” service. In the implementation sec-
tion, the component_type is linked to the concrete package
implementation kyriba-fa-accounting-engine (= 0.1). This
partial universe definition is merged with the full universe
description (containing the definitions of all Kyriba compo-
nents) and the default specification in order to verify that
at least one final configuration exists. This ensures that no
dependency problem can arise during deployment.

[ come ] e bof sssemne |l eaciane
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Figure 8: local qualification process with Zephyrus
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Figure 9: global qualification process with Zephyrus

Developers may also override the default specification
with their own specification to validate different deployment
scenarios during the local qualification process.

The local qualification process is modified by adding a
Zephyrus validation stage before (local) deployment, see
Figure 8. Using Zephyrus metadata developers simply de-
clare component interfaces and the way they are exposed.
Moreover, using Zephyrus, developers know beforehand if
the components they are working on can be deployed to-
gether with other components.

For continuous integration and deployment environment.
Similarly to the local one, the global qualification process
has been instrumented with an extra Zephyrus validation
stage as illustrated in Figure 9.

Zephyrus automatically checks application consistency be-
fore actually engaging in a deployment process. If the solver
finds a solution, the related configuration is used by infras-
tructure management scripts based on the Fabric library*
in order to orchestrate an integration test deployment on
the cloud infrastructure (such as the Amazon Elastic Cloud
Computing service). The newly created platform is then
checked against all acceptance, stress and Ul test cases.

To upgrade the production platform. Zephyrus is also
used to plan platform upgrades on the infrastructure cur-
rently in production. According to the software road map,
product managers define the component versions needed to
be shipped to production for a milestone release. All those
values are set in Zephyrus files, and based on the current
production deployment, Zephyrus computes an output file
containing the different application packages that should be
installed with the related configuration parameters that need
to be set for application binding. This guideline file is then
used by engineering teams to write orchestration scripts and
pinpoint manual upgrade tasks.

4.2.3 Outcome

Summing up, Kyriba’s experience with Zephyrus is that,
instead of managing deployment scenarios manually using
spreadsheets and flat documents, with ad hoc semantics
leading to complex, time-consuming and error-prone deploy-
ments, Zephyrus brings precise semantics and simplifies the

‘http://www.fabfile.org



automation of software qualification processes. Zephyrus
provides static validation before actually performing expen-
sive and very long dynamic validation at runtime. As most
“compiler-like” tools, Zephyrus improves engineering quality
and reduces building cost with less failures at deployment,
integration test stage and platform upgrade.

5. RELATED WORK

The problem of managing networks of interconnected ma-
chines has attracted significant attention in the area of sys-
tem administration. Many popular system management tools
exist to that end: CFEngine [4], Puppet [17], MCollec-
tive [27], and Chef [26] are just a few among the most popu-
lar ones. Despite their differences, such tools allow to declare
the components that should be installed on each machine,
together with their configuration files. Then, they employ
various mechanisms to deploy components accordingly. The
burden of specifying where components should be deployed,
and how to interconnect them is left to the sysadmin, let
alone the difficult problem of optimal resource allocation.
As an extra complication, system management tools stop at
the package management abstraction, and therefore have no
way of knowing in advance whether deployment will succeed
or not. If the sysadmin requests to install two incompati-
ble web servers on the same machine, the incompatibility
will only be discovered by the package manager at deploy
time, when one of the two services fails to get installed (or
started). At that point, it is up to the admin to go back
to the planning stage and work around the incompatibil-
ity. In our approach all package relationships are known to
Zephyrus which can therefore plan around component in-
compatibilities.

System management tools can be used as an alternative
to Armonic, though. Once optimal resource allocation is
done by Zephyrus, the actual deployment can be delegated
to them, now with the guarantee that no deployment error
due to incompatibilities will arise; an interesting candidate
could be [31].

CloudFoundry [32] specifically targets application deploy-
ment in the “cloud”, but suffers from the same limitations
as described above. ConfSolve [15] improves on the system
management approach: it relies on a constraint solver to
propose an optimal allocation of virtual machines to servers,
and of applications to virtual machines, but it does not han-
dle connections among services, nor capacity or replication
constraints, and is unaware of package incompatibilities.

In Juju [5], each service is deployed on a single machine
(or, more recently, in a virtual container on a machine).
That avoids the issue of component incompatibilities, but
does so at the price of wasting resources. In our Word-
press example Zephyrus proposes a solution that needs 4
machines, whereas Juju would have required 6.

Two recent efforts, Feinerer’s work on UML [12] and En-
gage [14], are more similar to our approach as they both rely
on a solver to plan deployments. Feinerer’s work is based on
the UML component model, which includes conflicts and de-
pendencies with capacity constraints, but uses dependencies
only between components, which greatly restricts the expres-
siveness of the model (choices are not possible). Moreover,
no tool for actually building the computed configuration is
provided. Engage, on the other hand, offers no support for
conflicts in the specification language: one can only indi-
cate that a service can be realized by exactly one out of a

list of components. Neither Feinerer’s work nor Engage, or
any other tool that we are aware of, allows to find a deploy-
ment that uses resources in an optimal way, minimizing the
number of needed (virtual) machines.

Another approach to automated deployment is proposed
in [11], which uses an Architecture Description Language
with user-provided information about relationships among
software services, and implements a decentralized protocol
to perform automatic configuration. This work may also be
used as a backend for Zephyrus.

Finally, we would like to put Zephyrus in perspective. In
our view, automated management of cloud applications is
best realized by a 2-phase approach. In the first phase (ar-
chitecture synthesis) Zephyrus or similar tools are used to
devise an optimal system architecture. Then, in a second
phase (planning), the obtained configuration is compared
with that of the existing system to produce a detailed de-
ployment plan that migrates the existing system to the de-
sired one. To implement planning, the actual state of ser-
vices and their life cycles (e.g. how do they pass from an
inert “installed” state to an “up and running” one? do de-
pendencies and conflicts change in the meantime?), ignored
for the purpose of this paper, become relevant again. Even
though planning has been shown to be undecidable in the
most general case [18], promising progress has been made
on automated planning for restricted cases, like planning in
the presence of complex activation requirements that include
circular dependencies, whereas giving up the possibility of
expressing component conflicts [19].

6. CONCLUSION

We have introduced an automated approach to the design
and deployment of complex distributed applications com-
posed of interconnected services, as typically found in mod-
ern “cloud” environments. The system architect can specify
the components needed to obtain the required functional-
ities, add non-functional constraints—e.g. maximum num-
ber of client components connected to a given service, or
minimum number of replicas—as well as available physical
resources—e.g. memory or bandwidth—and declare compo-
nent incompatibilities. The architect can also choose an op-
timization goal, allowing to specify whether she prefers a
conservative solution that changes the current configuration
as little as possible, or a minimum-cost solution.

The approach is realized by two complementary tools:
Zephyrus will synthesize an optimal architecture, including
precise information about service interconnections. Such an
architecture is then fed to the second tool, Armonic, which
is able to deploy it on state-of-the art cloud infrastructures
such as OpenStack, taking care of all deployment aspects
from machine provisioning to service configuration and ini-
tialization. A major advantage of the proposed approach
w.r.t. the state of the art is that all existing constraints,
including software package-level incompatibilities, are taken
into account to prevent deploy-time errors. We have val-
idated the complete toolchain both theoretically, showing
soundness and completeness of the approach, and practi-
cally by applying it to relevant industrial use cases.

To the best of our knowledge this toolchain is the first
that allows to consistently handle capacity and replication
constraints, conflicts, and service co-location, thus finally
providing an instrument able to handle the stringent require-
ments of cloud applications in the real world.
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